Stimulus Generalization of Conditioned Eyelid Responses Produced Without Cerebellar Cortex: Implications for Plasticity in the Cerebellar Nuclei
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In Pavlovian eyelid conditioning and adaptation of the vestibulo-ocular reflex, cerebellar cortex lesions fail to completely abolish previously acquired learning, indicating an additional site of plasticity in the deep cerebellar or vestibular nucleus. Three forms of plasticity are known to occur in the deep cerebellar nuclei: formation of new synapses, plasticity at existing synapses, and changes in intrinsic excitability. Only a cell-wide increase in excitability predicts that learning should generalize broadly from a training stimulus to other stimuli capable of supporting learning, whereas the alternatives predict that learning should be relatively specific to the training stimulus. Here we show that deep nucleus plasticity, as assessed by conditioned eyelid responses produced without input from the cerebellar cortex, is relatively specific to the training conditioned stimulus (CS). We trained rabbits to a tone or light CS with periorbital stimulation as the unconditioned stimulus (US), and pharmacologically disconnected the cerebellar cortex during a posttraining generalization test. The short-latency conditioned responses unmasked by this treatment showed strong decrement along the dimension of auditory frequency and did not generalize across stimulus modalities. These results cannot be explained solely by a cell-wide increase in the excitability of deep nucleus neurons, and imply that an input-specific mechanism in the deep cerebellar nucleus operates as well.

Several examples of motor learning including Pavlovian eyelid conditioning and adaptation of the vestibulo-ocular reflex require the cerebellum, and the relevant plasticity appears to occur in the cerebellar cortex and the deep cerebellar or vestibular nuclei (Robinson 1976; Miles and Lisberger 1981; McCormick and Thompson 1984; Perrett et al. 1993; Perrett and Mauk 1995; Peterson et al. 1996; Raymond et al. 1996; Mauk and Donegan 1997; Garcia and Mauk 1998; Garcia et al. 1999; Medina et al. 2000, 2001; Steinmetz 2000; Ohyama and Mauk 2001; Bao et al. 2002). In eyelid conditioning, evidence for more than one site of plasticity comes from observations that lesions of the cerebellar cortex fail to abolish conditioned eyelid responses (CRs; McCormick and Thompson 1984; Perrett et al. 1993). Pharmacological blockade of the output of the cerebellar cortex to the deep cerebellar nucleus has a similar effect, revealing residual responses with abnormally short, and relatively fixed, latencies (Garcia and Mauk 1998). The results of several recent studies are consistent with the view that these short-latency responses are mediated by plasticity in the deep cerebellar nucleus (Garcia et al. 1999; Medina et al. 2000, 2001; Ohyama and Mauk 2001; Bao et al. 2002).

Evidence at present points to at least three forms of deep cerebellar nucleus plasticity that could mediate the expression of short-latency responses: (1) a cell-wide increase in the intrinsic excitability of deep nucleus cells (Aizenman and Linden 2000); (2) an increase in the strength of mossy fiber-to-deep nucleus synapses (Kleim et al. 2002). Results to date provide no clear indications of the relative contributions of these alternatives (but see Perrett and Mauk 1995; Kleim et al. 2002).

Here we provide evidence that a cell-wide change in the excitability of deep nucleus cells alone is insufficient to account for the expression of short-latency responses. If the short-latency responses observed after reversible lesions of the cerebellar cortex (Fig. 1A, black sweep) are mediated solely by a cell-wide increase in the excitability of deep nucleus cells, they should generalize broadly to other stimuli capable of supporting learning (Fig. 1B, left, black), given that many individual deep cerebellar nucleus neurons respond to polymodal inputs after eyelid conditioning training (Tracy et al. 2001; Askenov et al. 2002). In contrast, if a synapse-specific mechanism is involved, then the short-latency responses should show specificity to the training CS (Fig. 1B, right, black). We demonstrate here that short-latency responses exhibit robust stimulus specificity. We also demonstrate that they are not unique to auditory stimuli and do not generalize across different stimulus modalities. These results indicate that at least one input-specific form of plasticity makes a necessary contribution in the cerebellar deep nuclei during eyelid conditioning.

RESULTS

General Design

Our main goal was to examine the stimulus specificity of short-latency responses (see Methods for a definition) that are unmasked after paired CS–US training, when the cerebellar cortex is pharmacologically disconnected by infusing the GABA_A antagonist picrotoxin into the deep cerebellar nucleus to block inhibitory inputs from Purkinje cells (Garcia and Mauk 1998). To this end, a posttraining stimulus generalization test (see Methods for details of the stimuli used) was conducted after infusing picrotoxin into the anterior interpositus nucleus. In addition, a pretraining generalization test in picrotoxin comprised of the same stimuli was conducted to address whether short-latency responses could be evoked before training. A separate posttraining generalization test was also conducted after infusing the artificial
Stimulus Specificity

Initial Acquisition of CRs

Three groups of four rabbits were next trained using a different stimulus as the CS (CS1). Two were trained with a tone as CS1, one with a 1-kHz tone (group 1.0) and a second with a 9.5-kHz tone (group 9.5), to test for stimulus specificity of short-latency responses along the dimension of auditory frequency. A third group was trained with a light directed at the right eye (group L) to test whether short-latency responses were specific to the training CS (right, black). The stimulus specificity of intact CRs is indicated in gray. CS2 refers to a test stimulus never paired with the US, differing from CS1 along a stimulus dimension (auditory frequency, etc.).

Pretraining Test With Cortex Disconnected

None of the 12 rabbits exhibited short-latency responses to tones of various frequencies (1.0 – 9.5 kHz) or a light presented to the contralateral eye during the pretraining generalization test (Fig. 2A). This result shows that short-latency responses do not emerge merely as a consequence of tonic removal of the inhibitory output of the cerebellar cortex (Garcia et al. 1999; Bao et al. 2002).

Initial learning rates differed across groups. The rate of learning was intermediate for group 1.0, fastest for group 9.5, and slowest for group L. To control for the level of responding to CS1, training was continued for 10 sessions to ensure that learning was asymptotic for each group. All groups reached asymptotic performance by session 5 and maintained similar levels of responding through session 10. A two-way repeated measures (RM) ANOVA on percent CRs during CS-alone trials with group and session, respectively, as the between- and within-subject factors revealed significant main effects of group ($F_{(2,9)} = 14.17$, $p < 0.005$) and session ($F_{(9,81)} = 49.42$, $p < 0.001$), as well as a significant group by session interaction ($F_{(18,18)} = 6.06$, $p < 0.01$). A separate ANOVA restricted to the first five sessions revealed significant main effects of group ($F_{(2,9)} = 20.91$, $p < 0.001$) and session ($F_{(4,36)} = 49.15$, $p < 0.01$) as well as a significant group by session interaction ($F_{(8,36)} = 6.68$, $p < 0.01$), and independent two-way ANOVAs carried out for each pair of groups revealed significant group by session interactions for all pairs: L versus 1.0 ($F_{(4,24)} = 5.53$, $p < 0.005$), L versus 9.5 ($F_{(4,24)} = 9.38$, $p < 0.001$), and 1.0 versus 9.5 ($F_{(4,24)} = 4.12$, $p < 0.05$). In contrast, an ANOVA on the last five sessions failed to reveal any significant effect: group ($F_{(4,9)} = 2.75$, $p > 0.10$), session ($F_{(4,36)} < 1$), and group by session interaction ($F_{(8,36)} < 1$). These analyses indicate that although the rate of learning differed across groups, all three groups achieved asymptotic performance prior to testing.

Stimulus Specificity With Cerebellar Cortex Intact

To assess stimulus specificity of normal CRs, we conducted a posttraining generalization test after an infusion of the ACSF vehicle solution, to test the stimulus specificity of learned responses with the cerebellar cortex intact.
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**Figure 1** (A) Schematic showing the effect of pharmacologically disconnecting the cerebellar cortex (CC) on conditioned eyelid responses (CRs, gray sweep) established by pairing a previously neutral stimulus (CS1) with the unconditioned stimulus (US). Infusing the GABA, antagonist picrotoxin into the deep cerebellar nucleus (DCN) produces a reversible lesion of the CC (dotted line), resulting in short-latency responses (black sweep). Two general forms of DCN plasticity that could mediate short-latency responses include synaptic plasticity at the mossy fiber-DCN synapse (S) and a cell-wide increase in the intrinsic excitability of DCN neurons (E). (B) Predictions based on alternative hypotheses of DCN plasticity underlying short-latency responses. A cell-wide increase in DCN excitability predicts that short-latency responses should generalize broadly to any stimulus independently capable of supporting learning (left, black). In contrast, a synapse-specific form of plasticity predicts that short-latency responses should be specific to the training CS (right, black). The stimulus specificity of intact CRs is indicated in gray. CS2 refers to a test stimulus never paired with the US, differing from CS1 along a stimulus dimension (auditory frequency, etc.).
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**Figure 2** (A) Percent trials with a short-latency response (see Methods for definition) to each generalization test stimulus during the pretraining picrotoxin test. (B) Percent trials with a learned response (CRs or short-latency responses, respectively) during the posttraining tests with the artificial cerebrospinal fluid (ACSF) vehicle (gray) or picrotoxin (black). Short-latency responses were not observed during the pretraining test but were revealed during the postraining picrotoxin test (A vs. B, black). Both CRs and short-latency responses exhibited stimulus specificity. In this and all subsequent figures, 1.0, 1.85, 3.55, 6.1, 9.5, and L refer to the generalization test stimuli (pure tones of 1.0, 1.85, 3.55, 6.1, and 9.5 kHz and a monocular light, respectively). The legends in A indicate CS1 (1.0- or 9.5-kHz tone or light) for each group.
and within-subject factors, respectively, revealed significant effects of test stimulus ($F_{(5,45)} = 6.01, p < 0.001$) and group by test stimulus interaction ($F_{(10,45)} = 36.82, p < 0.001$). There was no effect of group ($F_{(2,9)} = 1.40$). This indicates that the pattern of generalization depended on CS1, whereas the overall level of CRs did not.

### Stimulus Specificity With Cortex Disconnected

In the key test, we examined generalization of learned responses during pharmacological disconnection of cerebellar cortex. In contrast to the pretraining test (Fig. 2A), all subjects exhibited short-latency responses to CS1 regardless of its modality (Fig. 2B, black), showing that their development requires exposure to CS1 and the US. Like CRs in the intact animal, short-latency responses were relatively specific to CS1, generalizing somewhat within the auditory modality (Perrett and Mauk 1995) but not across stimulus modalities. For group 1.0, short-latency responses occurred mostly to the 1.0-kHz tone and declined as the frequency of test tones increased (Fig. 2B, top). For group 9.5, short-latency responses occurred largely to the 9.5-kHz tone and declined as the frequency of test tones decreased (Fig. 2B, middle). Neither tone-trained group responded to the light (Fig. 2B, top and middle), and group L responded exclusively to the light (Fig. 2B, bottom). The black sweeps in Figures 3 and 4 show individual and averaged responses to each test stimulus.

A two-way RM ANOVA on percent short-latency responses with group and test stimulus as between-subject and within-subject factors, respectively, revealed significant effects of test stimulus ($F_{(5,45)} = 3.13, p < 0.05$) and group by test stimulus interaction ($F_{(10,45)} = 11.22, p < 0.001$) but no effect of group ($F_{(2,9)} = 1.72$). These analyses indicate that the pattern of generalization depended strongly on CS1, whereas their overall level of occurrence did not.

### Comparison of Stimulus Specificity With and Without Cerebellar Cortex

The generalization gradients for short-latency responses closely resembled those of normal CRs (Fig. 2B). A comparison of the absolute gradients failed to reveal any difference (Fig. 2B, black versus gray). A three-way RM ANOVA with group as the between-subject factor and test condition (ACSF or picrotoxin) and test stimulus as within-subject factors revealed significant effects of test stimulus ($F_{(5,45)} = 7.08, p < 0.001$) and group by test stimulus interaction ($F_{(10,45)} = 38.17, p < 0.001$). There was neither an effect of group ($F_{(2,9)} = 3.72, p > 0.05$) nor test condition ($F_{(1,45)} = 1.97$). None of the other interactions was significant: group by test condition ($F_{(2,9)} < 1$), test condition by test stimulus ($F_{(5,45)} = 1.08$), and group by test stimulus by test condition ($F_{(10,45)} = 2.04, p > 0.05$).
Because the overall level of responding was generally lower for short-latency responses compared with CRs, for each rabbit we also calculated the percentage of responses to a test stimulus relative to the total number of responses during a picrotoxin or ACSF test, to obtain a more reliable measure of stimulus control (Bitterman 1979). With absolute levels of responding thus controlled, the relative generalization gradients were nearly identical (Fig. 5). To test for independence in the distribution patterns of CRs and short-latency responses, we pooled responses across animals within groups to obtain frequency distributions in each group. A log-linear test (Bishop et al. 1975) with test condition (ACSF or picrotoxin), test stimulus, and group as relevant factors failed to reveal a significant difference in the pattern of distributions (likelihood ratio $\chi^2_{(11)} = 6.71$, $p > 0.75$ for a model with only group by test stimulus interaction).

Response Magnitudes With and Without Cerebellar Cortex

A recent study found that in the intact animal, the decline in responding to a test tone differing in frequency from the training tone was due largely to a decrease in the likelihood of full-magnitude CRs (Garcia et al. 2003). To determine whether our data replicated this finding and to compare data in the intact and disconnected conditions, we analyzed the magnitudes of CRs and short-latency responses during the ACSF and picrotoxin tests, respectively. Only responses to test tones in tone-trained animals (groups 1.0 and 9.5) were included because there was no generalization across stimulus modalities (Fig. 2B). With the cerebellar cortex intact, decreased responding was due in part to a decline in the likelihood of CRs. That is, robustly established CRs, if and when they generalized to other stimuli, often did so with full magnitude (Fig. 6, left; Garcia et al. 2003). In contrast, with the cerebellar cortex disconnected, response magnitudes appeared more variable and generally grew smaller as the probe stimulus increasingly differed from CS1 (Fig. 6, right).

Because of the small number of data points per animal, we pooled response magnitudes for all tone trials across animals. The pattern of magnitude distributions depended on whether the cerebellar cortex was intact (ACSF) or disconnected (picrotoxin); intact responses were bimodally distributed, whereas disconnected responses were not (Fig. 7, black versus gray). A log-linear test on magnitude frequencies categorized into four bins (<0.3, 0.3–2.3, 2.3–4.3, and 4.3–6.3 mm) with test condition (ACSF or picrotoxin), type of test tone (CS1 or non-CS1), and magnitude as relevant factors, revealed that a model including two-way interactions between test condition and magnitude and between magnitude and stimulus type was sufficient to fit the data (likelihood ratio $\chi^2_{(4)} = 7.48$, $p > 0.11$). This indicates that the differential pattern was similar for responses to CS1 as well as for generalized responses (Fig. 7, top and bottom).

Alternative CS Control

Finally, to ensure that the lack of cross-modal transfer of short-latency responses was not caused by an inability of the opposite-modality CS to elicit such responses, we retrained subjects on CS1 for two sessions to re-establish robust responding, and then trained them for 10 sessions with a CS of the opposite stimulus modality (CS2 is the 1.0-kHz tone for group L, the light for groups 1.0 and 9.5). Five rabbits were excluded on the basis of adverse effects because of interpolated testing with glutamate.
blocks in an unrelated experiment, a decision justified when the ensuing picrotoxin test failed to unmask short-latency responses only for these five subjects. Of the seven remaining subjects (two, two, and three, respectively, in groups 1.0, 9.5, and L), none responded to CS2 during the initial ACSF test (Fig. 2B, gray), but all responded on >66% of CS2-alone trials on the tenth day of CS2 training. During the final picrotoxin test, seven and six animals, respectively, showed significantly shorter latencies to onset to CS2 and CS1. (Latency to criterion was a less reliable measure because the magnitudes of the short-latency component of the CR often decreased from the previous picrotoxin test, presumably owing to time-dependent factors.) Independent-sample t-tests between pre- and postinfusion CRs to CS2 in each of the seven subjects revealed that latency to onset decreased significantly in one, two, and four subjects at the 0.05, 0.005, and 0.001 levels, respectively. The pooled mean onset latencies for the pre- and postinfusion CRs were 267 (SD = 54) and 177 (SD = 37) msec, respectively, with individual postinfusion means >200 msec for two animals (213 and 244 msec) and <200 msec for the five remaining animals (168, 149, 149, 175, and 142 msec). Independent sample t-tests between pre- and postinfusion CRs to CS1 revealed that latency to onset decreased significantly in one, two, and three subjects at the 0.05, 0.005, and 0.001 levels, respectively. The pooled mean onset latencies for the pre- and postinfusion CRs were 292 (SD = 51) and 174 (SD = 25) msec, respectively, with individual postinfusion means <200 msec in five animals (143, 145, 176, 183, and 193 msec) and 204 msec in one animal.

**DISCUSSION**

The present findings provide constraints on the nature of the plasticity that mediates the expression of the short-latency responses in eyelid conditioning when the cerebellar cortex is disconnected (Perrett et al. 1993; Perrett and Mauk 1995; Garcia and Mauk 1998; Garcia et al. 1999; Medina et al. 2000, 2001; Ohyama and Mauk 2001; Bao et al. 2002). We have shown that the residual short-latency responses observed after reversible lesions (cf. Garcia and Mauk 1998) are quite specific to the training CS, and that they are not unique to auditory CSs because they can be elicited by a visual CS. Their absence before training and stimulus specificity after training indicates that short-latency responses are learned and associative, consistent with the results of a previous lesion study using electrolytic lesions (Perrett and Mauk 1995) and with the observation that they are not learned with unpaired training (W.L. Nores, J.F. Medina, T. Ohyama, and M.D. Mauk, unpubl.). These data also indicate that, at least under the present conditions, stimulus specificity of deep nucleus plasticity can contribute to that of normal CRs (Figs. 2B and 5). Indeed, the present data do not, for example, exclude the possibility that plasticity in the cerebellar cortex generalizes broadly and that stimulus specificity of deep nucleus plasticity is the limiting factor that produces the observed specificity for normal CRs.

These results have implications for the form(s) of deep nucleus plasticity mediating the short-latency responses induced by eyelid conditioning. In vitro physiological recordings from cerebellar slices in the rat have revealed a nonsynaptic form of plasticity, an increase in the excitability of deep nuclear cells induced upon hyperpolarization followed by rebound depolarization (Aizenman and Linden 2000; see Smith et al. 2002 for excitability changes in vestibular nucleus neurons). It is likely that such a change occurs in eyelid conditioning because learned CS-evoked pauses in Purkinje cell activity (Hesslow and Ivarsson 1994) would lead to precisely the required sequence of events (Medina et al. 2000). However, if a cell-wide increase in excitability were the only form of plasticity mediating short-latency responses, broad generalization should have occurred to other stimuli independently capable of supporting learning (Fig. 1B, left). This prediction follows because many single units in the anterior interpositus nucleus respond to both auditory and visual stimuli after conditioning (Tracy et al. 2001; Askov et al. 2002). Our data are at odds with this prediction (Figs. 2B and 5). Conceivably, activity-dependent increases in excitability could display a degree of input- or dendrite branch-specificity in vivo (cf. Alkon 1984). Our data do not exclude a mechanism of this sort, although there is at present no evidence for such a hypothesis in deep cerebellar nucleus neurons (but see Schreurs et al. 1997, 1998 for evidence of dendrite-specific excitability changes in Purkinje cells). To summarize, a cell-wide increase in excitability alone is excluded by the present data, and the involvement of a dendrite-specific increase in excitability or synaptic plasticity is required to explain the results. The latter may involve the formation of new synapses (Kleim et al. 2002), synaptic plasticity at pre-existing synapses (Racine et al. 1986; see Grossi and Pettorossi 2001 for mossy fiber-vestibular nucleus plasticity), or both.

The present results also place constraints on models of adaptive CR timing. Many biologically inspired models incorporate only a single site of plasticity in the cerebellar cortex (Moore et al. 1989; Gluck et al. 1990; Fiala et al. 1996; Kistler and DeZeeuw 2002), and thus face the challenge of explaining short-latency responses in the absence of cerebellar cortical input. These models can be salvaged if it is assumed that the short-latency responses are mediated by increases in the excitability of deep nuclear cells (Aizenman and Linden 2000). Yet this modification would still be insufficient to account for the data we report here. The present results leave open the question of whether delay lines (Moore et al. 1989), oscillations (Gluck et al. 1990; Kistler and DeZeeuw 2002), intracellular processes (Fiala et al. 1996), or network dynamics (Medina and Mauk 2000) underlie temporal coding, but do indicate that no model would be complete without an additional plasticity mechanism at the level of the deep cerebellar nucleus that is input specific (Medina and Mauk 2000).

What is the rule for inducing this input-specific plasticity? The present findings are consistent with a computer simulation of the cerebellum that incorporates a climbing fiber-controlled plasticity rule in the cerebellar cortex and a Purkinje cell-controlled rule in the deep cerebellar nucleus (Medina and Mauk 2000; Medina et al. 2000). In the simulation, the granule-cell-
Recent empirical evidence also supports the Purkinje cell fiber activity rule that predicts learning should proceed independently in the cerebellar cortex and deep cerebellar nucleus. Learning to a second CS was prevented completely when the presence of short-latency responses was used as a criterion for determining the effectiveness of anterior lobe lesions after initial training to another CS (Garcia et al. 1999). A recent study also found that when picrotoxin was infused into the deep cerebellar nucleus to block the output of the cerebellar cortex, rabbits could not acquire CRs (Bao et al. 2002). Second, short-latency responses unmasked after physical or reversible lesions of the cerebellar cortex have been shown to be highly resistant to extinction compared with normal CRs (Perrett and Mauk 1995; Medina et al. 2001), implying that reversal of plasticity in the deep nucleus also requires the cerebellar cortex. If the presence or absence of climbing fiber activity determined whether the mossy fiber-deep nucleus synapses would undergo LTP or LTD, it is hard to see why extinction of short-latency responses would fail outright (Perrett and Mauk 1995) or proceed so slowly (Medina et al. 2001). Collectively, the effects of cerebellar cortex lesions on acquisition and extinction rule out the climbing fiber rule, and imply that the plasticity rules in the cerebellar cortex and deep nucleus are not independent but that the latter depends on the former. This conclusion is also consistent with requirements for inducing increases in the excitability of deep nucleus cells (Aizenman and Linden 2000) and adaptation of the vestibulo-ocular reflex (Miles and Lisberger 1981).

Finally, the results of the pretraining test in the present study (Fig. 2A) are potentially inconsistent with a deep cerebellar nucleus rule, which predicts that releasing the deep cerebellar nucleus cells from the inhibitory output of Purkinje cells alone would increase their firing and strengthen the mossy fiber-nucleus synapses active during a CS. The rule thus predicts that short-latency responses should be acquired to any stimulus presented during removal of cerebellar cortical output. However, no short-latency responses were observed to any of the tones or light (Fig. 2A). This indicates that removal of tonic inhibition alone is not a sufficient condition for inducing synaptic plasticity in the deep nucleus (Garcia et al. 1999; Bao et al. 2002). Together with the evidence for cerebellar cortex lesions, a transient pattern of deep nucleus inhibition followed by disinhibition in response to a CS, a condition that requires Purkinje cell input and develops only with paired training (Hesslow and Ivarsson 1994; Bao et al. 2002), appears necessary for the induction of deep nucleus plasticity (Aizenman and Linden 2000; Medina et al. 2003).

What is the role of cell-wide increases in the excitability of deep cerebellar nucleus neurons? One possibility is that it contributes to savings or “learning to learn” (Kehoe 1988; Kehoe et al. 1995) during rapid reacquisition after extinction (Napier et al. 1992; Medina et al. 2001) or cross-modal acquisition (Kehoe et al. 1984, 1995; Macrae and Kehoe 1999), in which learning to an old CS after extinction or to a new CS after training with a different modality CS, respectively, is faster compared with untrained controls. For example, a cell-wide increase in deep nucleus excitability alone might mediate cross-modal savings (Hansel et al. 2001), whereas both increased excitability and input-specific plasticity might underlie savings in relearning after extinction (cf. Medina et al. 2001). If both input-specific plasticity and a cell-wide increase in excitability in the deep nucleus are necessary for the expression of short-latency responses (i.e., the presence or absence of increased excitability determines whether or not the input-specific plasticity is expressed), and expression of normal CRs requires plasticity in the cerebellar cortex in addition to both forms of deep nucleus plasticity, the combined set of hypotheses could also explain why (1) stimulus specificity of short-latency responses is robust despite the overlap of tone and light inputs in the deep nucleus (Figs. 2B and 5); (2) there is no immediate cross-modal generalization of short-latency responses or normal

---

**Figure 7** Frequency distributions of response magnitudes pooled across tone-trained animals as a function of stimulus type (CS1 or non-CS1 test tones) and test condition (ACSF or picrotoxin). Responses in the intact condition are bimodal (gray), in contrast to responses with the cerebellar cortex disconnected (black). This difference is observed for responses to CS1 (top) as well as for generalized responses (bottom).
CRs (Figs. 2B and S; Kehoe and Holt 1984; Kehoe et al. 1984; Holt and Kehoe 1985; Schreurs and Kehoe 1987; Kehoe and Napier 1991); and (3) savings are generally more robust in relearning after extinction than in cross-modal acquisition (Macrae and Kehoe 1999). Although our study was not designed to address such issues directly, future experiments could investigate the different contributions of the cell-wide and input-specific changes in the deep cerebellar nuclei in different forms of savings.

In summary, our results indicate that the deep nucleus plasticity involved in cerebellar learning includes not only cell-wide changes in the intrinsic excitability of deep nucleus neurons, but an additional plasticity mechanism at the level of the deep cerebellar nucleus that is input specific. The present findings constitute a significant set of data (see also Perrett and Mauk 1995) that are reproducible with a computer simulation of the cerebellum (Medina and Mauk 2000; Medina et al. 2001) only if it incorporates an input-specific form of deep nucleus plasticity. The results are also consistent with a deep nucleus plasticity rule controlled by the activity of Purkinje cells (Medina and Mauk 1999). Future studies may reveal the relative contributions of excitability changes, synapse formation, and mossy-fiber-to-nucleus LTD in cerebellar learning.

MATERIALS AND METHODS

Subjects and Surgery

Twelve naive New Zealand albino rabbits, each weighing 2.5–3.0 kg, served as the subjects. They were housed in individual cages, maintained on a fixed daily diet, and given water ad libitum. Treatment of animals and surgical procedures were in accordance with an approved animal welfare protocol.

Before training, animals were surgically prepared with a headstage that included a 26-gauge, stainless steel guide cannula implanted in the left anterior interpositus nucleus. Subjects were preanesthetized with 5 mg/kg acepromazine, and their skulls were immobilized in a stereotaxic restrainer. Anesthesia was maintained with isofluorane (1%-2% mixed in oxygen) throughout the operation. After exposing the skull, four holes were drilled to accommodate small screws for fixing the headstage, and a craniotomy was drilled lateral to lambda and covered with bone wax. After positioning the head with lambda 1.5 mm ventral to lambda, the tip of the guide cannula was placed at stereotaxic coordinates 0.7 mm anterior, 5.0 mm left lateral, and 13.3 mm ventral to lambda. A large screw (for attaching the infrared recording device) and the cannula were then secured with dental acrylic, and any areas exposing the skull were sutured. Finally, two stainless steel stimulating electrodes were implanted in periorbital areas rostral and caudal to the left eye. Subjects were allowed at least 1 wk of recovery before experimentation.

Drugs and Infusions

We used a 200 µM solution of the GABAA antagonist picrotoxin (Sigma Chemical Co., molecular weight = 602.6) dissolved in artificial cerebrospinal fluid (ACSF). The ACSF solution contained 119 mM NaCl, 2.5 mM KCl, 1.2 mM NaH2PO4, 2 mM MgCl2, 2 mM CaCl2, 26 mM NaHCO3, 10 mM D-glucose, and 20 mM HEPES, and was adjusted to pH 7.35. Each solution was delivered to the anterior interpositus nucleus with an injector assembly consisting of a 50-µL Hamilton gastight syringe that was coupled, via polyethylene tubing, to a stainless steel internal cannula (33 gauge) that protruded 1.2 mm beyond the tip of the guide cannula. During test sessions, 1 µL of solution was infused through the cannula at a rate of 0.5 µL/min, using an electronic pump to drive the injector assembly. Then, 25 min later, a second infusion of 1 µL was administered, and 3 min after terminating the infusion the test trials were initiated. The effective amount of picrotoxin infused during a drug test was 0.4 nmole.

Apparatus

As described previously, two custom-designed chambers were used in the experiments (Ohyma and Mauk 2001). Briefly, each was equipped with a speaker connected to an audio source module (Coulbourn Instruments) that generated tones and a pair of isolated pulse stimulators (A-M Systems model 2100) that delivered electrical pulses through the periorbital electrodes. An infrared emitter/detector attached to the headstage of each rabbit was used to record movements of the left external eyelid by defocusing changes in the amount of reflected light.

The CS was a 1.0- or 9.5-kHz pure tone (85 dB, 70 dB background noise) or a light presented to the right eye (contralateral to the trained eye) through a light-emitting diode (10 mm round, 250 mcd, 585 nm peak emission wavelength; RadioShack, Cat. No. 276-216). The US was a current pulse (100 Hz, 1 msec pulse width, 0.8–2.5 mA). Stimulus presentation was controlled by custom-designed software. Data were sampled at a rate of 1 kHz, and individual sweeps consisting of 2500 data points (200 msec before and 2300 msec after CS onset) were collected for each trial and stored for subsequent offline analysis.

Conditioning Procedure

At the start of each daily training or test session, maximum eyelid closure in each animal was calibrated by either applying one to several electric pulses through the periorbital electrode or by a touch above the left eye to elicit a full eyelid closure. The voltage-to-millimeter relationship was then determined and a full eyelid closure to be 6 mm.

Training sessions with CS1 or CS2 consisted of 12 nine-trial blocks, with each block containing eight paired CS–US trials and one CS-alone trial. The 50-msec CS coterminated with the 50-msec US on paired trials, and occurred without the US on CS-alone trials. For pre- and posttraining generalization tests (Fig. 2A,B), ACSF or picrotoxin was first infused, after which tones (1.0, 1.85, 3.55, 6.1, and 9.5 kHz; 85 dB) and light were presented repeatedly without the US. Each stimulus occurred once in a pseudorandom order within a six-trial block for nine blocks. We counterbalanced the order of the posttraining tests, but collapsed the data because there was no order effect.

The final picrotoxin test after training with CS2 (see Results, Alternative CS Control) consisted of 12 nine-trial blocks, each comprised of seven paired CS2-US trials with CS2 and CS1 occurring alone on the first and fifth trials, respectively. Picrotoxin was infused after the first three blocks, after which the remaining nine blocks were presented.

In all training and test sessions, the mean intertrial interval was 30 ± 10 sec.

Generalization Testing

We designed the generalization tests to minimize the effects of repeated testing. To prevent stimulus pre-exposure effects and allow direct comparisons between the pre- and posttraining tests, we used a relatively small number of trials (i.e., 54) equated across tests (see Solomon and Moore 1975 for a lack of CS pre-exposure effect on posttraining generalization gradients). In the posttraining tests, we infused ACSF or picrotoxin and then tested for CRs or short-latency responses to test stimuli presented alone (Siegel et al. 1968; Liu 1971; Solomon and Moore 1975; Powell and Moore 1980). We opted for testing in extinction rather than interspersing occasional test trials among paired CS-US trials to (1) provide more test trials per session; (2) prevent sharpening of the generalization gradient with differential reinforcement (Liu 1971; Moore and Mis 1973; Powell and Moore 1980); and (3) take advantage of the strong resistance to extinction of short-latency responses (Perrett and Mauk 1995; Medina et al. 2001). We also chose this method in hopes of maintaining the relative shapes of the generalization gradients for CRs and short-latency responses, on the assumption that decremental processes related to extinction and/or the infusion itself (e.g., caused by picrotoxin leaking to the cerebellar cortex and abolishing CRs, inactivating only part of the cerebellar cortex and sparing its capacity for gradually extinguishing short-latency responses [Medina et al. 2000], etc.)
would affect responses to each test stimulus equally (Siegel et al. 1968; Liu 1971; Solomon and Moore 1975; Powell and Moore 1980).

Data Analysis

Measures of eyelid closure such as latency to onset, latency to criterion (time from CS onset at which eyelid closure attained criterion), and magnitude were calculated for each trial using custom-designed software. A CR was defined as a closure of the eyelid of at least 0.3 mm occurring within 500 msec of CS onset. Response magnitude on CS-alone trials was defined as the maximum attained within 1000 msec of CS onset because peak eyelid closure often occurred only after 500 msec. During generalization tests in picrotoxin, a short-latency response was defined as a CR with latency to criterion <200 msec, and response magnitude on CS-alone trials as the maximum attained within 200 msec after CS onset.

Statistical testing of differences in means was conducted by RM ANOVAs and t-tests, and differences in frequency distributions were assessed using a log-linear test (Bishop et al. 1975). In the final picrotoxin test, the treatment effect was assessed with a one-tailed independent-sample t-test comparing onset latencies for the last 16 preinfusion and first 16 postinfusion CRs to CS2. The effect on CRs to CS1 was assessed similarly, although with fewer pre- and postinfusion trials (five to nine trials each, with a maximum of a possible nine) CRs occurred to CS1 in the first posttraining day with either tone (see Results, Initial Acquisition of CRs).

Criterion for Cannula Placement

We considered cannula placement appropriate if at least six (out of a possible nine) CRs occurred to CS1 in the first posttraining picrotoxin test, and >70% of these were short-latency responses. This rather stringent criterion was used because many light-trained animals showed responses to CS1 that were smaller and less frequent than the short-latency responses for tone-trained animals (i.e., not reaching the criterion of 0.3 mm), and we could not assess whether the few that did occur were caused by a genuine drug effect. Of 12, 11, and 35 animals trained, respectively, with the 1.0-kHz tone, 9.5-kHz tone, and the light as CS1, four animals each met this criterion. Histological examination (see Garcia and Mauk 1998 for details) confirmed that, in general, the cannula placements for subjects exhibiting short-latency responses were near or in the anterior interpositus nucleus, whereas those for subjects in which picrotoxin infusions had no effect were far from it. A major reason for the relative difficulty of obtaining robust short-latency responses in light-trained animals may have been that the contralateral monocular light provided a much weaker input to the cerebellum than binocular views, a view supported by the slower acquisition for the light compared with either tone (see Results, Initial Acquisition of CRs).
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